

STAMIS - AFMIS



1.  SYSTEM DESCRIPTION:



	a.  Title:  ARMY FOOD MANAGEMENT INFORMATION SYSTEM (AFMIS)



	b.  Overview:  AFMIS is an automated system supporting the management of the Army Food Service Operation, worldwide.  The need for the system came as a result of GAO audits (1979-1980) which reported widespread deficiencies in the issue and control of meal cards and in headcount abuses.  Since that time, AFMIS has evolved to cover all aspects of the Army Food Service Operation, to include Automated Headcount (AHC), the Dining Facility Operations (DFO), the Installation Food Adviser (IFA), and the Troop Issue Subsistence Activity (TISA).  The TISA, IFA, and DFO modules were developed and are fielded on the AT&T 3B2600GR Reduced Instruction Set Computer (RISC) minicomputer.



	c.  Platform/ Environment:



		   (1)  Hardware:  AT&T 3B2/600GR (RISC)



		   (2)  Operating System:  UNIX System V (release 3) and UNIX System V (release 4)



		   (3)  DBMS:  INFORMIX 4.1 version for AT&T 3B2



		   (4)  Language(s):  INFORMIX 4GL and "C" Programming  Language



		   (5)  Mode:  90 % Interactive 10 % Batch



		   (6)  Communications Media:  9-Track Tape (AT&T) and fixed line modems, multiplexors or dedicated communication lines.  External data interfaces use the Defense Data Network (DDN).



		   (7)  Number of Users:  Out of a projected total of 56 Army installations worldwide, AFMIS has been fielded and operates at all 56 sites.



	d.  System Interface Requirements:



		   (1)  Inputs			(2)  Outputs 



		   from DISMS		to DISMS 

						to STARFIARS

�	e.  Composite:



		   (1)  Lines of Code:  520k



		   (2)  Number of Programs:  1238



		   (3)  Number of Data Elements:  904



		   (4)  Number of Standard Data Elements:  92



2.  SYSTEM STATUS:



	a.  Current Status:



		   (1)  AFMIS is operational at 56 Army installations.



		   (2)  Current software baseline is Software Change Package L37-10-01, released

to all sites in August 1996.	



		   (3)  The SDC-L AFMIS Team completed a test of the Multi-technology Automated Reader Card (MARC) and the Automated Headcount (AHC) Module conducted with the 25th ID(LT) and  USARHAW.  Phase one of the Automated Headcount (AHC) prototype test involved using a magnetic strip to capture diner entitlement information.  This phase was completed successfully in January 1995.  Phase two of the test was the migration of data to an integrated computer chip (ICC) located on the MARC card.  It was completed successfully in May 1996.  The next test of the MARC card and AHC will take place in USAREUR in January 1997.  This test will be a multi-functional test of the MARC card.



	   (4)  The AFMIS Team is supporting the DOD wide roll-out of Subsistence Prime Vendor(SPVI).  SPVI is a DOD effort to streamline the subsistence distribution network and was successfully tested in the Southeast Region.  Under this concept, subsistence vendors deliver directly to dining facilities rather than to central installation warehouses.  This shortens delivery times, improves quality and saves money.  Beginning second quarter FY 96, CONUS dining facilities, grouped by region, began to operate under this concept.  AFMIS has designed a package of self implementing procedures which will allow AFMIS users to implement changes necessary to operate under Subsistence Prime Vendor.  As of September 1996, SPVI has been successfully deployed to seventeen sites.  



	   (5)  The Configuration Control Board of 20-21 August 1996 held at Ft. Lee identified 12 ECP-S’ to be included in SCP L37-11-00.  The majority of the work will concentrate on changes necessary to support Prime Vendor.







b.  Planned Future Actions:



	Milestone Schedules:



		Event					Start			Completion	

		

		Prime Vendor installation		October 1996		August 1997

		MARC card multi-functional test	January 1997		January 1997 

		AFMIS PC				January 1996		November 1996

		SCP L37-11-00			August 1996		July 1997 

		



3.  DATE PREPARED:  16 September 1996.

�STAMIS - ASAC



1.	SYSTEM DESCRIPTION:



	a.  Title:  AUTOMATED SYSTEM FOR ARMY COMMISSARIES (ASAC)



	b.  Overview:



		   (1)  ASAC supports the concepts of centralized management of Department of Defense (DOD) commissaries.  As of  1 October 1991, all DOD services commissaries came under the control of the Commanding General, Defense Commissary Agency (DeCA) at Fort Lee, Virginia.  DeCA established six CONUS and one OCONUS regional offices to manage its commissaries.  These include East Central, Northeast, Midwest, Southern, Northwest, and Southeast for CONUS based regions.  EURCOR serves the OCONUS region in Europe.  In total, these regions control the activities of more than 400 DOD-wide commissaries. 



		   (2)  ASAC provides an automated means for maintaining current line item inventory information for all stores within a region by recording receipts, issues, and adjustments for each item carried.  The system consists of 36 major cycles.  Additionally, financial data is captured as transactions processing through the Standard Army Financial System (STANFINS) for stock fund management purposes.  ASAC interfaces with the DeCA Interim Business System (DIBS), a commercially developed system designed to provide automated support to commissary stores.



	c.  Platform/ Environment:



		   (1)  Production:  In CONUS, ASAC runs on the Hitachi GX8420 hardware at the Defense Information Service Organization (DISO) Columbus, Ohio, in support of six DOD commissary regions.  In Europe ASAC runs on a Hitachi at DPI M130, Kaiserslautern, Germany, in support of the European Commissary Region (EURCOR).



		   (2)  Development:  ASAC development is performed on the ASIMS network connected to DMC, Chambersburg, PA.



		   (3)  Operating System:  OS/MVS

		   (4)  DBMS:  DATACOM 8.0

		   (5)  Language(s):  COBOL

		   (6)  Mode:  Interactive Batch X Both



		   (7)  Communications Media:  9-Track Tape and dedicated communication lines.



		   (8)  Number of Users:  Seven DeCA Regional Offices; HQ, DeCA; two DeCA Service Centers.



�	d.  System Interface Requirements:



		   (1)	Inputs			(2)	Outputs



			from DIBS			to DIBS

			from SAVES			to STANFINS

			from ACS and ACOS

			from PC DATA Entry



	e.  Composite:



		   (1)  Lines of Code:  215 K

		   (2)  Number of Programs:  405

		   (3)  Number of Data Elements:  526

		   (4)  Number of Standard Data Elements:  25



2.  SYSTEM STATUS:



	a.  Current Status:  The current baseline for ASAC is SCP L58-18-18.  It was released on 18 December 1995.   

		

	b.  Planned Future Actions:  None. DeCA has put ASAC into a moratorium.  Only Emergency or regulatory changes will be made.



3.  DATE PREPARED:	16 December 1996



�STAMIS - ASCI



1.  SYSTEM DESCRIPTION:



	a.  Title:  Automated Systems for Criminal Investigation (ASCI)

	     (1)  Automated System for the Crime Records Center (ASCRC)

	     (2)  Criminal Intelligence System (CRIMINTEL)

	     (3)  Integrated Information Operating System - Human Resources (IIOS - HR)

	

	b.  ADS:  M17, M18, M19.

	c.  SIC:  ABY, ABZ, ABA.

	d.  PM:  None.   LTC Kevin W. Warthon,  USACIDC, DCSIM DSD: 656-0210

	e.  PA:  Criminal Investigation Command (CIDC).

	f.  SD:  USAISSDCL.

	g.  ARA:  USAISEC.



	h.  Overview:  ASCI is three automated management information systems which provide the U. S Army CIDC the following:

	     (1)  Overall efficiency of the Crime Records Subsystem and the management of Case Records for the Army through the seven major modules of Case Processing, Freedom of Information Act/Privacy Act (FOIA/PA), Case Retrieval, Military Police Investigation (MPI), Agent, Other Agency and System Administration.

	     (2)  Capability to store, retrieve, and correlate criminal intelligence information/data for investigators and agents.   

	     (3)  Method of collection, tracking and reporting of Human Resource information through the four major applications of  Security, Maintenance, Personnel and Accreditation.



	i.  Platform/Environment:



	     (1)  Hardware:  AT&T 3B2600G, 386/486, Pentium.

	     (2)  Operating System:  UNIX System V (release 3), SCO UNIX, Windows NT 3.51.

	     (3)  DBMS:  INFORMIX RDMS, WATCOM RDMS

	     (4)  Languages(s):  INFORMIX 4GL, Powersoft Powerbuilder Enterprise, C++

	     (5)  Mode:  ___Interactive;___Batch;_x_Both

	     (6)  Communications Media:  DDN, modem, LAN, 802.3 Line

	     (7)  Number of Users:  125 Sites.

�	j.  System Interface Requirements:  ASCI systems provide to or receive input from the following:



	     (1)  Defense Investigative Service(DIS), Defense Central Index of Investigations(DCII)

	     (2)  Automated Criminal Investigation Reporting System (ACIRS) III+

	     (3)  Personnel Support Command(PERSCOM).



	k.  Composite:

	     (1)  Lines of Code:  	

		(a)  139,894

		(b)  108,208

		(c) N/A - Windows Based Application -Graphical User Interface(GUI) Development

	     (2)  Number of Programs:

		(a)  411	

		(b)  206	

		(c)  4

	     (3)  Number of Data Elements:

		(a)  603

		(b)  709			

		(c)  868

	     (4)  Number of Standard Data Elements:

		(a)  0

		(b)  0

		(c)  19



2. 	SYSTEM STATUS:



	a.  Current Status:  



	     M17 -   00-00 Baseline

	     M18 -   00-02 Baseline

	     M19 -   00-01 Baseline 



	b.  Planned Future Actions:

	     Event				Milestone 		Completion

	

	M17  -  Quarterly Reports		AUG 97		SEP 97

	M17  -  ICP 01-00			JAN 97		FEB 97

	M17  -  DCII Interface - 95 Trans	JAN 97  		JAN 97

	M18  -  ICP 00-03			TBD			TBD

	M19  -  ICP 01-00			APR 97		MAY 97

	M19  -  ICP 02-00			AUG 96		SEP 97



3.  DATE PREPARED:  18 December 1996.

�SYSTEM - CAASS



1.  SYSTEM DESCRIPTION:



	a.  Title:  CENTRALIZED ARMY AVIATION SUPPORT SYSTEM (CAASS)



	b.  Overview:  



(1)  CAASS:  CAASS is a centralized Army aviation scheduling system located at the Operational Support Airlift Command (OSACOM), Davison Army Airfield (DAA), Fort Belvoir, VA.  DA tasked SDC-L to modify the Naval Air Logistics Information System (NALIS) to meet Army requirements and standards for centralized scheduling.  The production and training systems reside on a Data General MV40000 computer system, and the development system resides on a Data General MV15000 computer system.  A dedicated communications line between SDC-L and DAA allows SDC-L to provide customer assistance and software maintenance support.  The 363 remote users CONUS-wide input aircraft mission requests using modem and DDN connections.  Remote users who experience problems with their communications line, hardware, etc., call in requests to OSACOM personnel.  CAASS is networked to over 86 aviation units that own aircraft.  These units input aircraft and personnel status which OSACOM uses to determine mission workload.  OSACOM develops the most efficient and economical solution to each mission and transmits mission parameters (departure time, crew/passenger/cargo manifest, destination, etc.) to the unit responsible for flying the mission.



		(2)  Operational Support Airlift Command (OSACOM):  Effective 1 October 1992 the Army adopted a hubbing concept, and the OSACOM was activated with headquarters located at Davison Army Airfield (DAA).  The OSACOM has command authority over sixteen Regional Flight Centers located throughout CONUS.  Approximately 21 owners of aircraft not assigned to the OSACOM are also remote users of CAASS.  Additionally, each state and the District of Columbia National Guard is serviced by the system.  OSACOM hubbing, which was DA directed, removed the control of operational support aircraft from General Officers.  The National Guard Bureau assumed responsibility for the operation of CAASS on 1 October 1995.  There has been no change in the SDC-L interaction or relationship with OSACOM.



	c.  Platform/Environment:



		Production and training system:



		(1)  Hardware:  Data General MV40000

		(2)  Operation System:  Advanced Operating System/ Virtual Storage II (AOS/VS II)

		(3)  DBMS:  None

		(4)  Language:  Interactive Common Business Operating Language (COBOL)

		(5)  Mode:  Interactive and Batch

		(6)  Communications:  Dedicated Line and Modem

		(7)  Number of Users:  over 363



		Development system:



		(1)  Hardware:  Data General MV15000

		(2)  Operation System:  Advanced Operating System/ Virtual Storage II (AOS/VS II)

		(3)  DBMS:  None

		(4)  Language:  Interactive Common Business Operating Language (COBOL)

		(5)  Mode:  Interactive and Batch

		(6)  Communications:  Dedicated Line and Modem

		(7)  Number of Users:  one



	d.  System Interface Requirements:  None



	e.  Composite:



		(1)  Lines of Code:  over 2,111,701

		(2)  Number of Programs:  772

		(3)  Number of Data Elements:  Unknown

		(4)  Frequency of Execution:  As required



2.  SYSTEM STATUS:



	a.  Current Status:



		(1)  CAASS is in the operation and maintenance phase of the lifecycle.  The baseline is F48-08-01, which was loaded on the production system on 15 November 1996.  SCP F48-09-00 is currently in development with a planned release date of 18 December 1996.



		(2)  The replacement of CAASS with the Joint Aviation Logistics Information System (JALIS) is ongoing, with the Army projected to begin scheduling 1 February 1997.  The development of JALIS has encountered significant delays, and has not incorporated the full functionality of CAASS.  JALIS will be operated by the newly formed Joint Operational Support Airlift Command (JOSAC) located at Scott AFB.  JOSAC was activated 1 June 1996, with the first commander being a Navy Commander. 



		(3)  The future requirements for CAASS are undetermined at this time.  It is possible that CAASS will continue in operation for the scheduling of the helicopter assets located at DAA as well as the SES aircraft fleet.



	b.  Planned Future Actions:  Future activities for the CAASS team and system are undetermined at this time.



3. DATE PREPARED:  16 December 1996

�STAMIS - CAISI



1.  SYSTEM DESCRIPTION:



    a.  Title:  CSS AUTOMATED INFORMATION SYSTEMS INTERFACE (CAISI)-MID TERM



    b.  Overview:



	   (1)  During recent conflicts, advances in technology and their applications in the military became known to the world.  Minute-by-minute accounts were viewed by TV audiences as battle scenes unfolded.  What was not visible was the inability of military units to pass and receive logistics, medical, and personnel (i.e. non-command and control) information over the Army’s Area Common User System (ACUS).  SDC-L was tasked to develop a communications solution to support the implementation of an overall communications architecture for the XVIII Airborne Corps.  The Blocked Asynchronous Transmission (BLAST) communications software was integrated into a selected group of STAMIS (via ICP) and was implemented as an additional communications procedure to each baseline.  This solution was integrated into SARSS-I, SARSS-O, SAMS-1, SAMS-2, SPBS-R, SAAS-4, ULLS and DAMMS.  The STAMIS changes facilitate communications to a data concentrator which insures optimal use of communications through integration with tactical communications systems.  The first concentrator was successfully demonstrated in the Aug. thru Sep. 92 time frame.  The project was originally known as the Combat Service Support Near Term Fix (CSS NTF) Phase - 1, and was designated for the ‘first to fight’ contingency Corps units.



	   (2)  Phase II CAISI (mid-term) will retain the capability to concentrate dispersed users at a single entry point for commercial and tactical network access, and provide network name server interface and connectivity functions.  The mid-term CAISI will not provide ‘store and forward’ as in the past, but will make network connections for the users it supports.  The connections will be provided to local users supported by the same CAISI device, users within the tactical theater supported by other CAISI devices, tactical host computers and sustaining base hosts.  CAISI will perform this support thru a technique called Virtual End to End (VEE) wherein a user ‘calls’ a CAISI, the CAISI effects the connection with the distant or local intended recipient of the communication, and then the CAISI returns control to the requesting user (Call originator).  The subsequent activity/data transfer is simply thru a CAISI pipe.



    c.  SDCL STAMIS:



        SAMS, ULLS, DAMMS, SAAS, SARSS, SPBS-R 

�2.  SYSTEM STATUS:



    a.  Currently Fielded (Near Term Fix):



	   Fort Bragg: XVIII Airborne Corps, (Sep 92)

	   Fort Stewart: 24th Infantry Division, (Mar 93)

	   Fort Campbell: 101st Airborne Division, (May 93)

	   Fort Hood: 1st Cavalry Division, (Jul 93)

	   Fort Drum: 10th Mountain Division, (Feb 94)

	   1st Transportation Movement Control Agency, Kaiserslautern, Germany (Jul 94) (DAMMS-R CAISI 2.0 software baseline which is not an official TACMIS baseline)

	   502nd Corps Movement Control Center, Weisbaden, Germany (Jul 94) (DAMMS-R CAISI 2.0 software baseline which is not an official TACMIS baseline)



    b.  The SARSS-O, SPBS-R, and ULLS-G STAMIS were modified to incorporate changes to interface with the mid-term CAISI device.  These changes were utilized during a unclassified packet network demonstration conducted at Fort Bragg, NC, 11-14 December 1995.  ULLS-G and SPBS-R developed Interim Change Packages (ICP); SARSS-O developed a demonstration software package.  The demonstration objectives were:



	a. To show a STAMIS could seamlessly (inside the application) transmit data via the tactical packet network.



	b. To demonstrate an integrated CSS Data Communication system architecture to support the seamless flow of STAMIS data which included the CAISI device and an unclassified Name Service.



	c. To define, validate and document the doctrine and field procedures necessary to implement this architecture.



	d. To validate that the sneaker net at Brigade and higher

could be replaced by a working (end to end) tactical packet solution.



3.  The unclass packet demo scenarios were configured to represent a brigade support area passing data to the DMMC, and the flyaway box located in a Corps Support Group working through TPN to the CTASCII located on the installation network.  Each of these log systems were co-located but their supporting CAISI device was connected to different entry points (1 FES, 1 SEN) to insure data moved out onto the WAN backbone. (The CAISI devices were connected to Network Encryption Devices at the FES and SEN). The Domain Name Server was connected to the tactical Network via a NES as well. This architecture(STAMIS->CAISI->NES->TPN<->DNS) provided the unclassified enclaves required for the CSS Community to move their data. 







4.  ULLS-G and SPBS-R seamlessly transferred transactions to SARSS-1. SARSS-1 and SARSS-2AD processed each transaction correctly and returned status - all via the TPN.  Both ICPs were accepted by the XVIII ABN Corps, 1st COSCOM. The Flyaway was able to communicate directly with CTASC-II to perform its mission.



5.  DATE UPDATED:  16 December 1996

�SYSTEM - CSSCS



1.  SYSTEM DESCRIPTION:



	a.  Title:  COMBAT SERVICE SUPPORT CONTROL SYSTEM (CSSCS)



	b.  Overview:



		(1)  CSSCS System:  The Combat Service Support Control System (CSSCS) is the combat service support node of the Army Tactical Command and Control System (ATCCS).  CSSCS automates the collection of command and control data from the logistical, medical, and personnel Standard Army Management Information System (STAMIS) and from the CSS Commander and his staff.  This data is rapidly correlated, analyzed and compiled into designated command and control information elements for use by the force level commander and CSS commanders and their staffs.  CSSCS will also provide information required by the Command and Control Systems of the other four nodes of ATCCS.  CSSCS will pass information to subordinate organizations in the form of orders, plans, and inquiries.  CSSCS will also provide decision support aids to assist in logistical staff planning and the preparation of logistical estimates.  CSSCS will be fielded to maneuver brigades, divisions, corps and echelons above corps (EAC).  Within each of these organizations, multiple, networked CSSCS devices will be deployed.  CSSCS is being developed in a series of evolutionary versions necessary to achieve the ultimate capabilities required of the objective system.  Version 1 was an initial experimental capability.  Version 2 was an expanded experimental system providing some capabilities for reuse in Version 3.  Version 3 is the initial operational capability which will be fielded.  Version 3 will consist of a standard ATCCS transportable computer (CHS-2) with associated peripherals, common ATCCS support software (CASS), CSSCS application software, and an ATCCS Standard Integrated Command Post System (SICPS) tent configuration to include unique items as applicable.  Versions 4 and 5 will provide additional capabilities and enhancements.  Version 5 will be the objective CSSCS.



		(2)  CSSCS Interim Interfaces:  CSSCS depends on the current STAMIS for selected inputs.  Using STAMIS update messages, CSSCS pulls only critical information needed by the CSS commander that is available from the STAMIS.  When an update is requested, the following sequence is performed:



		(a)  The CSSCS Tracked Items List (CTIL) update request is sent from CSSCS to the STAMIS computer.



		(b)  The STAMIS compares the CTIL update request to its database.



		(c)  The STAMIS formats a report on the requested CTIL items and sends it to CSSCS.



		(d)  The CSSCS operator receives the CTIL update message and posts it to the database.



		(3)  SDC-L has the mission of creating and maintaining interim interface programs between CSSCS and the STAMIS systems.  These interfaces enable the process identified above, until the STAMIS can add the interface capability to their baseline.  This enables PM-CSSCS to continue development independent of the STAMIS development schedules.	



	c.  Platform/Environment:



		CSSCS System



		(1)  Hardware:  CHS 2, v2

		(2)  Operation System:  UNIX

		(3)  DBMS:  INFORMIX

		(4)  Language: ADA and C

		(5)  Mode:  Interactive and Batch

		(6)  Communications:  MSE/CNR 

		(7)  Number of Users:  Active Army:  455

					 Army Reserves:  292

					 National Guard:  293



		CSSCS Interfaces:



		(1)  Hardware:  TACCS/TACCS-E, COTS 386/486/Pentium.

		(2)  Operation System:  BTOS, CTOS, MS-DOS 4.0/5.0/6.2, Interactive UNIX

		(3)  DBMS:  None

		(4)  Language:  COBOL, ADA, PASCAL, C

		(5)  Mode:  Interactive and Batch

		(6)  Communications:  Kermit and BLAST

		(7)  Number of Users:  Active Army:  455

					 Army Reserves:  292

					 National Guard:  293



	d.  System Interface Requirements:  CSSCS will query for data and receive a limited amount of output from the following STAMIS:



		CURRENT			PROJECTED



		SIDPERS 2.75		SIDPERS 3.0

		SAMS-2			DAMMS-R

		SPBS-R I/TDA		SAILS

		DS4				SAAS-Mod

		SARSS-1(I)			SMS

		SAAS-DAO			AFMIS

		SARSS-1(I)NDI		ILAP

			



e.  Composite:



		CSSCS System:

		(1)  Lines of Code:  Unknown

		(2)  Number of Programs:  Unknown

		(3)  Number of Data Elements:  TBD

		(4)  Frequency of Execution:  Per SOP



		CSSCS Interfaces

		(1)  Lines of Code:  29,356

		(2)  Number of Programs:  210

		(3)  Number of Data Elements:  TBD

		(4)  Frequency of Execution:  Per SOP



2.  SYSTEM STATUS:



	a.  Current Status:



		(1)  CSSCS is currently in the Engineering and Manufacturing Development phase of the life cycle.  Limited fielding authority was granted for Fort Hood.  The system will be used in the Force XXI demonstration in first quarter FY 97.



		(2)  Pending review of system interface agreements by the STAMIS, the PM-CSSCS will determine priorities of work for future interfaces.



	b.  Planned Future Actions:



		(1)  The system will undergo a final IOT&E during the 1st and 2d quarter FY 97.  Following this, and ASARC review (March 1997), the system will undergo full fielding.



		(2)  Following the completion of Version 5, the system will be turned over to SDC-L for PDSS.  Ramp-up activities for PDSS will probably begin no earlier than  FY 98, with transition targeted for FY 99.



3.  DATE PREPARED:  16 December 1996

�STAMIS - DAMMS-MPM



1.  SYSTEM DESCRIPTION:



	a.  Title:  DEPARTMENT OF THE ARMY MOVEMENTS MANAGEMENT SYSTEM - MOVEMENTS PLANNING MODULE (DAMMS-MPM)

	

	b.  Overview:  DAMMS-MPM is a transportation system which automates the development and maintenance of theater-level wartime movements plans or programs.  The system can be used to develop detailed transportation feasibility studies for wartime contingency and peacetime exercise movement programs.  SCP 06 Software Acceptance Test (SAT) was successfully completed on 20 January 1994.  SCP 07 Software Development Test (SDT) was completed in July 1995.  Working with the system engineer, a TATUNG (SPARC20 clone) was selected as the system hardware.  The system has been validated on the TATUNG and the hardware has been delivered. 

SCP-07 training and UAT was completed in August 1996.  Six TATUNG computers were shipped to the trained users during first week of September 1996.



	c.  Platform/Environment:



	   (1)  SCP 06:



	         (a)  Hardware:  Zenith 248

	         (b)  Operating System:  Xenix V 2.2 and DOS

	         (c)  DBMS:  Oracle (5.1.17)

	         (d)  Language(s):  FORTRAN (Ryan McFarland 2.2)/C/Oracle/Xenix

	         (e)  Mode:  x Interactive; Batch; Both

	         (f)  Communications Media:  Secure Modem (Stu III)

	         (g)  Number of Users:  2



	   (2)  SCP 07:



	         (a)  Hardware:  TATUNG (Sun SPARC 20 clone)

	         (b)  Operating System:  Solaris 1.1.2.b and DOS

	         (c)  DBMS:  Oracle (6.0)

	         (d)  Language(s):  FORTRAN (Ryan McFarland 2.2)/C/Prolog/ 

			Oracle/AIEL

	         (e)  Mode:  x Interactive; Batch; Both

	         (f)  Communications Media:  Secure Modem (Stu III)

	         (g)  Number of Users:  17



	d.  System Interface Requirements:  None.�2.	SYSTEM STATUS:



	a.  Current:  The SAT for SCP 06 was successfully completed 20 January 1994 at Seoul, Korea (19 ECP-S were included).  SCP 07 CCB took place on 22 November 1994 at Ft Lee, VA.  SCP 07 merges the existing SCP-06-02 baseline and the Enhanced Logistics Intra-Theater Support Tool (ELIST) on a Sun SPARC 1+.  The system will be ported to the AXIL 320 for operational use.  The SDT for SCP-07 was completed 17 July 1995.  During SDT it was determined that the Sun SPARC 1+ platform originally projected as the interim target hardware could not adequately run the application.  As a parallel effort during the SDT, the system was ported to a SUN SPARC 20 hardware suite and was able to accommodate the entire system and real-time scenarios.  As an outcome of that parallel effort, the PM DAMMS has ordered the TATUNG computer to be used as the target hardware suite.  The system was validated on the TATUNG in December 1995 and the hardware was delivered in February 1996.  The UAT for SCP 07 was successfully conducted from 5-20 August 1996 at Fort Lee, VA.  Two test beds, Korea and Europe, were established to verify that the software would perform as designed on the new hardware platform for both fields of operations.  The CCB for SCP 08 occurred on 21 August 1996, identifying an upgrade of the operating system from Solaris 2.1.1 to Solaris 2.5 and the DBMS from Oracle 6.0 to 7.2.  Six

TATUNG computers were shipped to the users that were trained during the SQT/UAT.



	b.  Planned Future Actions:  SCP 08 software package placed on hold, while maintaining SCP 07 in a minimum maintenance mode.  On-Site Customer Assistance 

will be provided to fielded users as needed.  



The simulation module is in the Mission Need Statement (MNS).  It will permit analysis of theater level transportation operations plans.  The ELIST has been integrated into DAMMS-MPM for that purpose.  SCP08 will include ECP’s identified during user testing and the conversion of the database to Oracle 7.0.  The SCP08 development work was placed on hold per PM DAMMS due to cuts in funding.  SCP LZ2-07-00 was placed in a minimum maintenance mode.



3.  DATE PREPARED:  18 December 1996.



�STAMIS - DAMMS-R



1.  SYSTEM DESCRIPTION:



	a.  Title:  DEPARTMENT OF THE ARMY MOVEMENTS MANAGEMENT SYSTEM - REDESIGN (DAMMS-R)



	b.  Overview:  DAMMS-R is an automated system to support transportation operations in a Theater of Operations (TOPNS).  It consists of seven modules, Shipment Management, Movement Control Team Operations, Transportation Addressing, Mode Management, Convoy Planning, Highway Regulation, and Operations Movement Planning (OMP).  All are in development except OMP which has been deferred to post deployment software support (PDSS).



	c.  Platform/Environment:



	     (1)  Hardware:  NDI 80486 PC's



	     (2)  Operating System(s):

			(a)  Block I:  MS-DOS Ver 6.2x, Novell Netware 3.12

			(b)  Block II:  SCO Unix 3.0

			(c)  Block III: MS-DOS Ver 6.2x, Novell Netware 3.12



	     (3)  DBMS:

			(a)  Block I: B-Trieve

			(b)  Block II: Informix 

			(c)  Block III:  THOR 



	     (4)  Language(s):

			(a)  Block I: Microsoft Basic and Ada

			(b)  Block II:  "C"

			(c)  Block III:  Ada



	     (5)  Mode:  _Interactive;_Batch;_x_Both



	     (6)  Communications Media:  DDN, host nation dial-up, MSE



	d.  System Interface Requirements:



	     (1)  Inputs:

			(a)  Worldwide Port System (WPS)

			(b)  Consolidated Aerial Port System II(CAPS II)



	     (2)  Outputs:  None





2.  SYSTEM STATUS:



	a.  Current Status:



	     (1)  DAMMS-R Block I software completed a successful Limited Users Test (LUT) in USAREUR in 1993 and was completely fielded to the theater in December 1994.  Block I provides the minimum automated capability to support transportation operations in a theater of operations (TOPNS).  Block I consists of Shipment Management module, Movement Control Team Operations, Mode Operations, and Communications.  Customer assistance system administration and Novell training was provided in April 1996.  A Block I Incremental Change Package (ICP) was fielded in USAREUR in June 1996 with follow-up Extention and Customer assistance in support of Operation Joint Endeavor in Bosnia, Croatia, and Hungary, July-August 1996.  Blk I ICP 06 LVST was tested and fielded in 1st Qtr FY 97.



	     (2)  DAMMS-R Block II convoy operations module completed software testing at Ft Bragg in January 1995 and received fielding authority from MAISRC 3b in February 1995.  Block II was fielded to Korea in July 1995.  Training was conducted at Ft Eustis to field the system to CONUS users.  The system has now been fielded to units at Ft Hood.  Block II was fielded to USAREUR in February-March 1996 except users deployed to support operations in B/H.  PM DAMMS is working with USAREUR DCSLOG to identify when the remaining units will receive Block II.  Block II was trained at Fort Eustis during September 1996.  Currently in minimun maintenance.



	     (3)  Block III completed software development test in May 1995 and software qualification test in July 1995.  The Operational Test and Readiness Evaluation (OTRE) with manual verification was completed at Ft Eustis in August 1995.  The system was trained in Korea in summer 1995 and completed an operational test in September 1995.  There were software problems identified during the test that need to be fixed prior to MAISRC approval.  IDP1 with 12 ECP-S’s was fielded to Korea in January 1996.  IDP 1A was fielded to Korea in May 96, IDP 2/3 was fielded to Korea in September 1996.  IDP 4 is currently within a Software Development Test.



	     (4)  Communications SCP01 was tested in Korea in September 1995 and in USAREUR in October 1995.  The Sun SPARC station 2’s in USAREUR were replaced by SPARC station 20’s in October 1995.



	b.  Planned Future Actions:



	     (1).  PM DAMMS is coordinating with USAREUR DCSLOG to identify when the remaining USAREUR units will receive Block II.



	     (2)  Block III IDP 4 LVST scheduled for January 1997 in Korea.  OTRE and IOT&E is scheduled during 3rd QTR FY 97



3.  DATE PREPARED:  18 December 1996

�STAMIS - DS4



1.  SYSTEM DESCRIPTION: 

 

	a.  Title:  DIRECT SUPPORT UNIT STANDARD SUPPLY SYSTEM (DS4) 



	b.  Overview:  DS4 is a multi-command, automated supply system operating at the Army’s retail level designated to accomplish supply management between the intermediate level Theater and Corps Materiel Management Centers (MMCs), Theater and Area Support Commands and Unit Level Supply Activities.



Currently there are about 130 sites with over 500 users in CONUS and KOREA operating the Army's retail level supply management information system for supply classes II, III, IV, VII, VIII, and IX, both at the division level and the direct support unit level. 



During 1993, DS4 experienced its first full year on the desktop PC with a series of events totally new for this old system. Even though DS4 was new to the PC world, it became the first system to field a change package that was totally automated.  The user booted with the ICP diskette, the VDD printed out and the package loaded without human intervention.  DS4 was placed in a partial moratorium in July 1996.



	c.  Platform/Environment: 



	     (1)  Hardware: 

		(a)  386 and 486 Desktop PCs in a four configurations.

	     (2)  Operating System: 

		(a)  MSDOS 5.0, 6.0

	     (3)  DBMS:  None 

	     (4)  Languages: 

		(a) Realia COBOL 

	     (5)  Mode:   Batch. 

	     (6)  Communications Media:  Modem, Diskette, CD-ROM (limited), OSC 

			Gateway, and tape cassette 

	     (7)  Number of Users:  130 sites with over 500 users. 



	d.  System Interface Requirements: 

	     (1)  Inputs			(2)	Outputs 



		(a)  LOGSA			(a)  LOGSA 

		(b)  OSC			(b)  OSC 

		(c)  SAILS			(c)  SAILS 

		(d)  SARSS-1(I)		(d)  SARSS-1(I) 

		(e)  ULLS			(e)  ULLS 

		(f)  SARSS(O)			(f)  SARSS(O) 

						(g)  TUFMIS 

 

	e.  Composite: 

 

	     (1)  Lines of Code:  375,000 

	     (2)  Number of Programs Modules:  250 

	     (3)  Frequency of Execution:  Daily 

 

2.  SYSTEM STATUS: 

 

	a.  Current Status:  SCP L32-10-04 is operational at all sites.

 

	b.  Planned Future Actions: 

 

	     Event			Start			Completion 



	NONE



3.  DATE PREPARED:  6 JANUARY 1997.��STAMIS - IFS-M



1.  SYSTEM DESCRIPTION:



     a.  Title:  Integrated Facilities System-Mini/Microcomputer (IFS-M)



     b.  Overview:   IFS-M is an automated management information and evaluation system which assists the life cycle management of the U.S. Army real property resources.  It provides  functional information on all aspects of facilities engineering activities as well as provides a single source database of facilities related and budget supportive data.  IFS-M is a redesign of IFS; IFS-M expands the functionality of the original system and replaces off-line (batch) access with user on-line interactivity. 



The IFS-M architecture utilizes state of the art hardware and software technologies and is compatible with the Army Information Architecture (DA PAM 25-1).  IFS-M will operate at Tier 3 (CPW user level) of the Sustaining Base Army Network (STARNET).  The system is operated and maintained on locally controlled minicomputer networks each composed of a UNISYS or Sperry 6000 or 5000/95 minicomputer, terminals, and microcomputers.  Several sites have replaced this environment with a 486 server and SOLARIS UNIX.  IFS-M interfaces with STANFINS, SAILS, STARFIARS and SAACONS.  It replaces the obsolete ASIMS-based IFS-1 system. 



     c.  Platform/Environment:



           (1)  Hardware - UNISYS 5000/95 or UNISYS 6000 minicomputer, or a 486 server  at each CPW site  with a network of 486 microcomputers connected to the mini-computer or server. 



          (2)  Operating System - UNIX and SOLARIS UNIX.



          (3)  Database Management System (DBMS) - ORACLE, dBASE

III, & INFORMIX.



          (4)  Languages - COBOL, SQL, and C.



          (5)  Mode:  Interactive.



          (6)  Communications:  Microcomputers with MS-DOS and

VISTACOM emulation are networked to the minicomputer at each

site.  The network uses TCP/IP protocols.



          (7)  Number of Users - 169 sites.



     d.  System interface requirements:  STANFINS, SAILS, FESS, STARFIARS, SAACONS and DAAS.

                 (1)  INPUT 		                (2)  OUTPUT



                 - to STANFINS & SAILS  	    -  from STANFINS

                   Redistribution of labor 		      & SAILS Financial

                   $ and man-hours, shop      	       Mgt Reports

                   inventory, equipment

                   rental and CA Contract $.



                 - to STARFIARS

                   financial transactions



                 - to SAACONS				from SAACONS

                   materials ordered thru       		contract awards

                   local purchases         			for local 

                                            				purchases



                 - to DAAS                 			from DAAS

                   material ordered thru		    	status on orders

                   government sources      			om government

                                           				sources



     e.  Composite:



          (1)  Lines of code:  1,001,342.

          (2)  Number of Programs:  3,882.

          (3)  Number of Data Elements: 1,644.

          (4)  Number of Standard Data Elements: None.  The Proponent Agency (CPW) is the Data Element Dictionary Manager and is currently working to standardize the data elements.  The lack of CPW resources has delayed the process.



2.  SYSTEM STATUS:



     a.  Current Status.

         

          (1)  The current software baseline is A08-10-03 which was shipped in Sep 96.



          (2)  SCP A08-11-00 is under development .



     b.  Planned Future Actions:



             Event                             Start       		Completion



    SCP 11 Development	    June 96		April 97

            

3.  DATE PREPARED:  6 December 1996

�STAMIS - ILAP



1.  SYSTEM DESCRIPTION



	a.  Title:  Integrated Logistics Analysis Program (ILAP)



	b.  Overview:  ILAP is a user-developed program designed to combine and compare data from different stand-alone automated systems.  The program converts and standardize the data input from the various sources which have different input media and formats.  These data sources are normally the printed report file, such as the DS4 Stock Status report that a manager would manually review output from other STAMIS.  Once all these input files and reports to ILAP are standardized, the data is available for review and analysis on pre-designed reports linking the data from various STAMIS.  These pre-designed reports link the data from various reports to provide many reports or sources and cover a wide range for supply, maintenance, and financial issues.  This database is a complimentary system designed simply to make management of the existing system easier.



	c.  Platforms:



	     Network Configuration:



	     (1)  Hardware:  NETSERVER - 166 mhz - Dual Processor

                     Server - 486 DX66 PC or Pentium PC

                     Master - 486 DX66 PC or Pentium PC

                     Access - 486 DX66 PC or Pentium PC

                     ILAP PC - 486 DX66 PC or Pentium PC



	     (2)  Operating System: NOVELL 3.12

		         MSDOS 5.0 or Higher

                     *Windows NT Architecture 3.51



	     (3)  DBMS: FOXPRO for DOS



	     (4)  Communication Media:  ONLAN

	     (5)  WINFRAME



	     Stand Alone Platform:



	     (1) 486 DX66 PC or Pentium PC



	     (2) Operating System:  MSDOS 5.0 or Higher



	     (3) DBMS:  FOXPRO for DOS



	     (4) Communication Media:  ONLAN



	d.  System Interface Requirements:  ILAP has input from:



		  DS4		SARSS	STANFINS	ARMYLOG

		  SAMS-2	TUFMIS	FEDLOG	STARFIARS 



2.  SYSTEM STATUS:



	a.  Current Status:  L98-04-01



	b.  Planned Future Actions:  Install ILAP at all SARSS-Objective sites.



3.  DATE PREPARED:  7 January 1997 

�STAMIS - SAACONS



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY AUTOMATED CONTRACTING SYSTEM (SAACONS) 



	b.  Overview:  SAACONS is an automated management information system which automates the operation of installation contracting offices throughout the Army, many sites within the Defense Logistics Agency, the Defense Commissary Agency, and the Special Operations Command.  SAACONS provides automation support for the entire spectrum of contracting functions, contract document processing, preparation of purchase orders, tracking all contractual actions and preparing management reports.



	c.  Platform/Environment:



		   (1)  Hardware:

			a.  Unisys 5000-95.

			b.  Sequent S81/200/700 and ELS.

			c.  Unisys 6000-65.

			d.  Wyse 7000.

			e.  Hewlett Packard 9000/750.

			f.  CDC 4000.



		   (2)  Operating System:  

			a.  UNIX  V 5.3.

			b.  Dynix-PTX.

			c.  UNIX  V 5.4.

			d.  UNIX  V 5.4.

			e.  UNIPLEX.

			f.  UNIX  V 5.4.



		   (3)  DBMS:

			a.  PROGRESS  V 6.

			b.  PROGRESS  V 6.

			c.  PROGRESS  V 6.

			d.  PROGRESS  V 6.

			e.  PROGRESS  V 6.

			f.  PROGRESS  V 6.



		   (4)  Language(s):  PROGRESS 4GL



		   (5)  Mode:  _x_Interactive;___Batch;___Both



		   (6)  Communications Media:  N/A



        (7)  Number of Users:  240



	d.  System Interface Requirements:  Defense Financial Activities Service's Commercial Accounts Payable System (CAPS), two Army Materiel Command Systems (Army Materiel Command Installation Supply System (AMCISS) and Automated Financial Entitlement System (AFES)), Health Services Command's Theater Automated Medical Management Information System (TAMMIS), Center for Public Works Information Facility Systems - Micro/Minicomputer (IFS-M) and the Corps of Engineers Financial Management System (CEFMS).  These interface systems provide input into SAACONS and SAACONS provides output back to these systems to complete their processing.



	e.  Composite:



		   (1)  Lines of Code:  1,400,000

		   (2)  Number of Programs:  2942

		   (3)  Number of Data Elements:  1,929

		   (4)  Number of Standard Data Elements:  0



2.  SYSTEM STATUS:



	a.  Current Status:  All sites are on the C47-03-00 baseline, which includes Electronic Commerce/Electronic Data Interchange (EC/EDI) capability.  SCP C47-04-00 analysis has begun with a scheduled completion date in early June.



	b.  Planned Future Actions:

	Event			Milestone			Completion



SCP 04-00			SDT    7 Apr 97		25 Apr 97

					SQT  28 Apr 97		16 May 97

					UAT   2 Jun 97		  6 Jun 97 



3.  DATE PREPARED:  10 December 1996.



�STAMIS - SAAS-DAO



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY AMMUNITION SYSTEM - DIVISION AMMUNITION OFFICE (SAAS-DAO). 



	b.  Overview.  SAAS-DAO is an automated, on-line, interactive microcomputer system which will assist the DAO in routine management and distribution of conventional ammunition within the division, separate brigade and armored cavalry regiment (ACR).  The system provides visibility and maintenance of ammunition related data, rapid determination of re-supply requirements and information needed for the coordination and tracking of distribution actions.  The basis of issue for SAAS-DAO will be 1 TACCS V1 per Division, Separate Brigade and ACR.  SAAS-DAO will collect, manipulate, distribute and process information/data for respective G3/S3 and G4/S4, supported using units, supporting SAAS-1/3. 



	c.  Platform/Environment: 

		(1)  Hardware:  TACCS V1

		(2)  Operating System:  BTOS

		(3)  DBMS:  ISAM

		(4)  Language(s):  Pascal

		(5)  Mode:  __ Interactive; __ Batch; X Both  

		(6)  Communications :  MAP

		(7)  Number of Users:  48



	d.  System Interface Requirements:



		(1)  Inputs:  SAAS-1/3

		(2)  Outputs:  SAAS-1/3



	e.  Composite:



		(1)  Lines of code:  62,134 

		(2)  Number of programs:  102

		(3)  Number of data elements:  167

		(4)  Frequency:  As required



2.  SYSTEM STATUS:



	a.  Current Status:  System is on-line with active, Army Reserve and National Guard units.  All enhancements are being held in abeyance pending SAAS-MOD implementation. 



	b.  Planned Future Actions:  System will be incorporated into the SAAS-Modernization Block 1B development scheduled for FY 96 with fielding in FY 97.



3.   DATE PREPARED:  16 December 1996.

�STAMIS - SAAS-MOD



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY AMMUNITION SYSTEM-MODERNIZATION (SAAS-MOD)



	b.  Overview:  SAAS-MOD is a management information system for Class V conventional munitions.  The first increment, for Theater and Corps Materiel Management Centers, called Block 1A, is currently being fielded.  This increment of SAAS-MOD provides the detailed reporting link for all conventional ammunition activity (issues, receipts, and shipments) from the automated SAAS-4 at the Ammunition Supply Point (ASP) to the National Inventory Control Point (NICP).  The second increment, called Block 1B, will replace the automated SAAS Division Ammunition Officer system (SAAS-DAO), automated Ammunition Supply Point system (SAAS-4), and provided initial automated record keeping capability at the Ammunition Transfer Point.  When all modules are completed SAAS-MOD will also include Embedded Training for sustainment training and Automated Information Technology for source data collection.



	SAAS-MOD Improved Materiel Management Center Capability

		Automated S/N Reporting to DODSASP

		Increased Multi-User Capability

		Visibility of Assets to Magazine Level of Detail

		Transactions Reported to WARS Daily

		Detailed Reporting of Assets from SAAS-4



	c.  Platform/Environment:



		   (1)  Hardware:  NDI Portable Microcomputer Systems and Minicomputer Systems.

				All systems will be microcomputer systems for Block 1B.

		   (2)  Operating System:  Unix (Block 1A).  Windows NT (Block 1B)

		   (3)  DBMS:  Oracle

		   (4)  Languages:  C, Unix Shell Script, BLAST Script

		   (5)  Mode:  Interactive and Batch

		   (6)  Communications:  BLAST

		   (7)  Number of Users:

				MMC Block 14

				Full Block  (MMC/ASP/ATP/DAO)  TBD



	d.  System Interfaces: (Block 1A)



		(1)  Logistics Support Activity (LOGSA)

				Catalog Data

		(2)  Standard Property Book System (SPBS)

				Visibility of Unit Ammunition Assets

		(3)  Commodity Command Standard System (CCSS)

				Ammunition Requisitioning

		(4)  Worldwide Ammunition Reporting System (WARS)

				Detailed Reporting of Theater Ammunition Assets

		(5)  Department of Defense Small Arms Serialization Program (DODSASP)

				Specialized Serial Number Tracking



	e.  Future Interfaces



		(1)  Department of the Army Movement Management System (DAMMS)

		(2)  Unit Level Logistics System (ULLS)

		(3)  Combat Service Support Control System (CSSCS)



2.  SYSTEM STATUS:



	a.  Current Status.  The fielding to USAREUR, which was completed in November 1996, completed the replacement of all existing SAAS-1/3 DAS3 systems.  Fielding to HQ TRADOC, HQ FORSCOM, and HQ NGB continues into FY 98.



	b.  Planned Future Actions:  Block 1B will be tested and fielded during FY 98.



3.  DATE PREPARED:  16 December 1996.

�STAMIS - SAAS-1/3



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY AMMUNITION SYSTEM - LEVEL 1/3 (SAAS-1/3). 



	b.  Overview:  SAAS-1/3 provides decentralized management of Class V conventional ammunition to include guided missiles and large rockets (GMLR), and components and packing materials management information for corps, major command, theater, or organizations with a Class V management mission.  The system computes authorized levels, complete round, and days of supply.  Additionally, SAAS-1/3 stratifies assets and maintains documents status to include in transit assets.  In support of the listed functions, the system maintains document status and catalog data.  SAAS-1/3 is a theater/corps level standard system for Class V conventional ammunition which operates at COSCOM, TAACOM, and Theater Army MMC.  The system has been replaced by SAAS-MOD in FY 96. 



	c.  Platform/Environment:  NA.



	d.  System Interface Requirements:  NA



	e.  Composite:  NA



2.	SYSTEM STATUS:  Replaced by SAAS-MOD in FY96.

 

3.  DATE PREPARED:  16 December 1996.



�STAMIS  - SAAS-4



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY AMMUNITION SYSTEM-LEVEL 4 (SAAS-4) 



	b.  Overview:  SAAS-4 provides each ammunition unit with the necessary standard interface with SAAS-Level 1/3 and the information needed to conduct day-to-day storage and management operations.  Daily storage operations include receiving, storing, inventorying, re-warehousing, shipping and issuing.  These functions require the maintenance of accountable records of mission stocks, serviceable residue, packing materials, ammunition components, ammunition peculiar equipment and gauges by the ammunition unit having custody.  SAAS-4 is the standard system for the management of Class V conventional ammunition at ammunition supply points (ASP).  The system automates the ASP records, provides input to SAAS-1/3 and the Training Ammunition MIS (TAMIS) and provides management reports to ASP managers.  The basis of issue for SAAS-4 is two per DS/GS Ammunition Ordnance Company. 



	c.  Platform/Environment:



		   (1)  Hardware:  TACCS and TACCS-E.  

		   (2)  Operating System:  BTOS and BTOS II

		   (3)  Language(s):  Pascal and PDL

		   (4)  Mode:  ____Interactive; ____Batch; X Both.

		   (5)  Communications:  MAP (SAAS-1/3), ATE, (TAMIS), BLAST (CAISI)

		   (6)  Number of Users:  100.



	d.  System Interface Requirements:



		(1)  Inputs	(2)  Outputs



			SAAS-1/3		SAAS-1/3

			TAMIS		TAMIS

			CSSCS*		CSSCS*

			DAMMS-R*		DAMMS-R*

			DASPS-E*		DASPS-E*



	*Planned



	e.  Composite:



		   (1)  Lines of Code:  150,000

		   (2)  Number of programs:  194

		   (3)  Number of data elements:  456

		   (4)  Number of Standard data elements:  0



2.  SYSTEM STATUS:



	a.  Current Status:  The SCP-L69-06-00 is being release in conjunction with SAAS-Modernization and began fielding in June 1996.  SCP L69-06-00 will close out SAAS-4 development efforts.  SAAS-4 will be put in moratorium with the closure of SCP L69-06-00.



	b.  Planned Future Actions:



	Event			Milestone		Completion	Location



	Replacement					FY97		All



3.  DATE PREPARED:  16 December 1996.

�STAMIS - SAILS



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY INTERMEDIATE LEVEL SUPPLY SYSTEM (SAILS)



	b.  Overview:  SAILS is a multi-command, integrated, automated supply and financial management system designed to accomplish all stock control, supply management, and related financial management functions between the CONUS wholesale level (Army Materiel Command/General Support Activity/Direct Support Activity (AMC/GSA/DSA)) and the direct supply level systems (Direct Support Unit Standard Supply System (DS4), Direct Support Unit/General Support Unit (DSU/GSU)) for supply classes II, III (packaged), IV, VII, VIII, and IX.  SAILS is operational at Theater and Corps Materiel Management Centers (MMCs), Theater and Area Support Commands worldwide.  SAILS was placed in a partial moratorium in July 1995.



	c.  Platform/Environment:



		   (1)  Hardware:  Amdahl 5880 series, ASL 325, ASL 433 and Corps Theater Service Center I (CTASC) I (IBM 43XX series)

		   (2)  Operating System:  Multiple Virtual Storage (MVS)

		   (3)  DBMS:  Terminal Applications Processing System (TAPS), Applied Data Research (ADAR) Data Query

		   (4)  Language(s):  COBOL, Assembly, Datacom Data Query

		   (5)  Mode:  Interactive and Batch  

		   (6)  Communications Media:  9-track tape, paper, 40 MB tape cartridge, floppy diskette, Objective Supply Capability Communications (OSCCOM), BLAST, 3380 Direct Access Storage Device (DASD) and 3390 DASD

		   (7)  Number of Users:  30



	d.  System Interface Requirement:



		   Input/Output.  DESCOM, SIMA, MIIC, DAAS/DEPRA, OSC Gateway, LOGSA, STARFIARS, DS4, AMEDDPAS, FESS, SPBS-R, IFS, ULLS, and SAMSI-TDA



	e.  Composite:



		   (1)  Lines of Code:  556,542 (approximately)

		   (2)  Number of Programs/Modules:  512

		   (3)  Number of Data Elements:  400+

		   (4)  Frequency of Execution:  Daily, weekly, semi-monthly, monthly, quarterly, semi-annually, annually, and/or as required.







2.  SYSTEM STATUS:



	a.  Current Status:  Software Maintenance (Partial Moratorium)



	b.  Planned Future Actions:  SAILS was placed in a partial moratorium in July 1995 and will be replaced by SARSS(O) in 1998.



3.  DATE PREPARED:  7 January1997.



�STAMIS - SAMS- I/TDA



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY MAINTENANCE SYSTEM INSTALLATION/ TABLE OF DISTRIBUTION AND ALLOWANCES (SAMS-I/TDA)



	b.  Overview:  SAMS-I/TDA is an interactive near-real-time maintenance management information system that automates maintenance management and control functions of the Installation Maintenance Activity.  Major capabilities of SAMS-I/TDA are to process all maintenance, shop, supply, budget, personnel, and related data required to manage the maintenance mission and to satisfy reporting requirements.  The Maintenance Division using SAMS-I/TDA, will support Table of Organization and Equipment (TOE) and Table of Distribution and Allowances (TDA) users and customers for Direct/General Support Maintenance.



	c.  Platform/Environment:



		  (1)  Hardware:

			    (a)  Production Platform:

					   Host:  HP 725

					   PC:  NDI-ASL 325/433

			    (b)  Development Platform:

					   Host:  HP 9000/877

					   PC:  Everex 386 and Zenith 425

		  (2)  Operating System:  HP-UX (UNIX)

		  (3)  DBMS:  Oracle

		  (4)  Language(s):  Ada & "C"

		  (5)  Mode:  Interactive

		  (6)  Communications Media:  Local Area Network (LAN) and/or Modem Connection using LAN software from Desktop IV contract ("PC-TCP"), terminal emulation software from a third party vendor (Nitch Software Development Inc., "TERMULATOR"),  and "BLAST" communication software for DDN communications.  "TERMULATOR" software is used for terminal emulation and LOGMARS interface.



		  (7)  Number of Users:  Fielding will be to 107 sites Army-wide (7 to 52 users per site)



	d.  System Interface Requirements:



		  (1)  Inputs:  SAMS-1; SAILS; SPBS-R; ULLS; SARSS

		  (2)  Outputs:  SAMS-1; SAMS-2; SAILS; ULLS; SARSS; STANFINS; LOGSA

�	e.  Composite:



		  (1)  Lines of Code:  1.3 million (includes 80% reusable code)

		  (2)  Number of Programs/Modules:  Estimated at 230

		  (3)  Number of Data Elements:  Estimated at 765

		  (4)  Frequency of Execution:  Daily/Weekly/ Monthly



2.  SYSTEM STATUS:



	a.  Current Status:  SAMS-I/TDA completed fielding to Ft Bliss, TX on 20 Nov 96 and is preparing to field to Ft Lewis, WA in Jan 97.  Interim Change Package (ICP) 01-01 was released in mid-Nov 96. This package incorporates the small arms initiatives as directed by DA.



	b.  Planned Future Actions:  



		  (1)  Plan to field to 4 more sites in FY 97;  Ft Carson, Ft Hood, Ft Wainwright, and Hawaii.  

		  (2)  SAMS-I/TDA is researching the costs of porting the system from the UNIX operating system to Windows NT.  



3.  DATE PREPARED:  16 December 1996

�STAMIS - SAMS-1



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY MAINTENANCE SYSTEM-1 (SAMS-1)



	b.  Overview:  SAMS-1 is an automated maintenance management system used at the direct support (DS) maintenance company found in the separate brigade, division, corps, and echelons above corps and the general support (GS) maintenance company at echelons above corps.  The system automates work order registration and document registers.  It automates inventory control and reorder of shop and bench stock as well as automating work order parts and requisitioning.  It produces pre-formatted and ad hoc reports and allows extensive on line inquiry.



	c.  Platform/Environment:



		(1)  Hardware:  Tactical Army Combat Service Support Computer System (TACCS)



		(2)  Operating System:  Burroughs Twenty Operating System (BTOS)



		(3)  DBMS:  BTOS Indexed Sequential Access Method (ISAM)



		(4)  Languages:  COBOL, PASCAL and Application Development System Process Definition Language (ADSPDL)



		(5)  Interactive Processing Mode



		(6)  Communications Media:  

		       Monitored Asynchronous Protocol (MAP), Point-to-Point

		       Blocked Asynchronous Transmission (BLAST) using Corps

		       Electronic Distribution System (CEDS)

		       BLAST manual through TACCS Command Line

		       BLAST Point-to-Point

		       KERMIT-BLAST-DDN

		       Communications Man-Machine Interface (CMMI)

		       BTOS and MSDOS formatted diskettes

		      Combat Service Support Automated Information Systems Interface 				(CAISI)



		(7)  Number of Users:  961



	d.  System Interface Requirements:



		       (a) INPUTS			 (b)  OUTPUTS



			SMS-1					SMS-1

			SMS-2					SMS-2

			ULLS-A				ULLS-A

			ULLS-G				ULLS-G

			SARSS-I				SARSS-I

			SARSS-1 Objective (O)		SARSS-1 (O)

			OSC					OSC

			SMS-I/TDA				SMS-I/TDA



	e.  Composite:



	     (1)  Lines of Code:  108,000

	     (2)  Number of Programs/Modules:  163

	     (3)  Number of Data Elements:  420 in Data Dictionary

	     (4)  Frequency of Execution:  Continually



2.  SYSTEM STATUS:



	a.  Current Status:  Baseline in field SCP L21-09-03.





	b.  Planned Future Actions:  The transition from SAMS on the TACCS system to a PC will be completed in two phases.  SMS Phase I takes the current SAMS system and ports it to a PC using Windows NT as the operating system.  SMS Phase I is projected to start fielding in May 97.  SMS Phase II will take and combine the SAMS-1, SAMS-2, and SAMS-I/TDA functionalities into a single functional baseline using the case tool, ORACLE 2000 under the Windows NT operating system.  This development effort will start in FY 97.



3. DATE PREPARED:  16 December 1996



�STAMIS - SAMS-2



1.	SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY MAINTENANCE SYSTEM -2  (SAMS-2)



	b.  Overview:  SAMS-2 is an automated maintenance management system used at the main support battalion (MSB),the forward support battalion (FSB) in the division, and the materiel officer of functional maintenance battalions and support groups in the corps and echelons above corps (EAC).  It is also used at the material management center (MMC) and in the division support command (DISCOM), corps support command (COSCOM), and the theater Army area command (TAACOM).  SAMS-2 is used by the field commands to collect and store equipment performance and maintenance operations data.  This is used to determine guidance to be given to their subordinate maintenance units.



	c.  Platform/Environment:



		(1)  Hardware:  Tactical Army Combat Service Support Computer System (TACCS) and Tactical Army Combat Service Support Computer System-Enhanced (TACCS-E).



		(2)  Operating System:  Burroughs Twenty Operating System (BTOS) I/II.



		(3)  DBMS:  BTOS Indexed Sequential Access Method (ISAM).



		(4)  Languages:  COBOL, PASCAL and Application Development System Process Definition Language (ADSPDL).



		(5)  Interactive Processing Mode



		(6)  Communications Media:  

		       Monitored Asynchronous Protocol (MAP), Point-to-Point

		       Blocked Asynchronous Transmission (BLAST) using Corps

		       Electronic Distribution System (CEDS)

		       BLAST manual through TACCS Command Line

		       BLAST Point-to-Point

		       BLAST-DDN

		       Communications Man-Machine Interface (CMMI)

		        BTOS and MSDOS formatted diskettes

		        Combat Service Support Automated Information Systems Interface 				(CAISI)



		(7)  Number of Users: 536



	d.  System Interface Requirements:



		       (a)   INPUTS			 (b)   OUTPUTS



			SAMS-1				SAMS-1

			ULLS-A				ULLS-A

			ULLS-G				ULLS-G

			CSSCS				CSSCS	

			LOGSA				LOGSA

			SMS-2					SMS-2

			SMS-I/TDA				SMS-I/TDA



	e.  Composite:



	     (1)  Lines of Code:  149,000

	     (2)  Number of Programs/Modules:  180

	     (3)  Number of Data Elements:  400

	     (4)  Frequency of Execution:  Daily, weekly, monthly, as required



2.  SYSTEM STATUS:



	a.  Current Status:  Baseline in field SCP L26-09-03.  The release of ICP L26-09-03 on 9 December 1996 contained 3 ECPs.  



	b.  Planned Future Actions:  The transition from SAMS on the TACCS system to a PC will be completed in two phases.  SMS Phase I takes the current SAMS system and ports it to a PC using Windows NT as the operating system.  SMS Phase I is projected to start fielding in May 1997.  SMS Phase II will take and combine the SAMS-1, SAMS-2, and SAMS-I/TDA functionalities into a single functional baseline using the case tool, ORACLE 2000 under the Windows NT operating system.  This development effort will start in FY 97.



3.  DATE PREPARED:  16 December 1996



�STAMIS - SARSS-G



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY RETAIL SUPPLY SYSTEM-GATEWAY (SARSS-GATEWAY) 



	b.  Overview:  SARSS-Gateway (previously named Objective Supply Capability (OSC) was designed to make optimum use of automation and data communication techniques when integrating the wholesale and retail supply systems into a single seamless supply system.  The SARSS-Gateway provides for real-time processing of requests for issue, visibility of all assets within an area, status to users, and lateral distribution of assets.  This system includes multiple SUN 690 computer systems at St. Louis, MO.  Communication interfaces utilize the OSCCOMM-BLAST  facility which links the existing five STAMIS (ULLS, DS4, SAMS-1, SAILS & SARSS-O) to the SARSS- GATEWAY using the Defense Data Network (DDN) as the principle communication network.



	c.  Platform/Environment:  Reference the applicable SAMS-1, ULLS, DS4, SAILS, or SARSS-O FACT SHEET.



	d.  System Interface Requirements:

		   (1)  Inputs:  SAMS-1, ULLS, DS4, SAILS, ATCOM, LOGSA and SARSS-O

		   (2)  Outputs:  SAMS-1, ULLS, DS4, SAILS, SARSS-O, TUFMIS, ISM, TAV, STARFIARS, COMMODITY COMMAND STANDARD SYSTEM (CCSS) and DEFENSE AUTOMATED ADDRESSING SYSTEM (DAAS).



	e.  Composite:  Reference the applicable SAMS-1, ULLS, DS4, SAILS, or SARSS-O FACT SHEET.



2.  SYSTEM STATUS:



	a.  Current Status:  L8U-05-13  (SOLARIS & INFORMIX Upgrade) Awaiting Broadcast



	b.  Planned Future Actions:  LVST  L8U-05-14  (Distributed Processing)

1st Qtr 97



3. DATE PREPARED:  30 December 1996

�STAMIS - SARSS-1



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY RETAIL SUPPLY SYSTEM-1 (SARSS-1).



	b.  Overview:  SARSS-1 is the standard supply system for receipts, issues, replenishment and storage operations at Supply Support Activities.  It is a real-time, transaction-oriented system where users can interactively enter, retrieve, and update supply information.  The SARSS-1 processes customer unit requests for supplies, cancellation, modification, and follow-up.  It provides an interactive inquiry capability 

to determine the status of stock numbers, document numbers, and system parameters.  

It provides asset, demand history and informational data to SARSS-2A and SARSS-2B for the management of stocks.



	c.  Platform/Environment:



	     (1)  Hardware:  NDI, AIT (for MROCS/AMS).

	     (2)  Operating System:  INTERACTIVE UNIX 4.0

	     (3)  DBMS:  None.

	     (4)  Languages:  Visual COBOL, C, C++.

	     (5)  Mode:___Interactive___Transaction_X__Both.

	     (6)  Communications Media:  BLAST

	     (7)  Number of Users:



		         Fort Bragg  =   28	Fort Stewart  =      20

		         Fort Lewis  =     6	311th LA, CA  =     3

		         Panama  =        13	Fort Benning  =       2

		         Hunter AF  =     4	Fort Campbell  =   18

		         NGB  =            36	Fort Polk  =            8

                     Fort Hood  =   50	Fort Drum  =         13

                     USAREUR  =  21 

  

	d.  System Interface Requirements:  SARSS-1 has input from and output to all following sites:



	     INPUT/OUTPUT



	     SARSS-2AD                 ULLS

	     SARSS-2AC                 SAMS

	     SARSS-2B                    SPBS-R



	e.  Composite:

	     MROCS Baseline: 

	     (1)  Lines of Code:  533,513.

	     (2)  Number of Programs:  201/1510

	     Non-MROCS Baseline: 

	     (1)  Lines of Code:  480,798.

	     (2)  Number of Programs:  192/1423

	     (3)  Frequency of Execution:  As required for day-to-day operations.

	     (4)  Number of Reports:  44  



2.  SYSTEM STATUS:



	a.  Current Status:   LVST                 L1Y-03-10  (MROCS)

                                          SDT                   L1Y-03-11  (MROCS)

                                                                    L1Y-03-11  (Non-MROCS)

                                          Development      L1Y-03-12  (MROCS)

                                          Development      L1Y-03-12  (Non-MROCS)

                                          Development      L1Y-03-13  (MROCS)

                                          Development      L1Y-03-13  (Non-MROCS)



	b.  Planned Future Actions:



	     EVENT					MILESTONE



	     ICP L1Y-03-11 (TCP/IP )		                4th Qtr 96



3.  DATE PREPARED:  30 December 1996.



�STAMIS - SARSS-1(I)



1.  SYSTEM DESCRIPTION



	a.  Title:  STANDARD ARMY RETAIL SUPPLY SYSTEM-LEVEL-1

(INTERIM) (SARSS-1(I))



	b.  Overview:  SARSS-1(I) is an automated supply system that provides the Direct Support Unit (DSU) the capability for issuing, receiving, and storing supplies through interactive processing, while functioning as a system that is subordinate to the Direct Support Unit Standard Supply System (DS4).  SARSS-1(I) improves responsiveness of the DSU supply operations and improves customer support through increased asset visibility.  SARSS-1(I) operates worldwide within divisional and non-divisional active army, reserve and national guard units.  SARSS-1(I) carries the interim designation because changes are required before it can function in a non-DS4 environment and will be replaced by the SARSS objective family of systems.



	c.  Platform/Environment:



	     (1)  Hardware:  Tactical Army Combat Service Support Computer System (TACCS), Tactical Army Combat Service Support Computer System-Enhanced (TACCS-E) and Non-Developmental Item (NDI) Everex Step Tower with 486 workstations.

	     (2)  Operating System:  Burroughs Twenty Operating System (BTOS) I/II for TACCS/TACCS-E, and interactive UNIX 4.0 for NDI.

	     (3)  DBMS:  Indexed Sequential Access Method (ISAM).

	     (4)  Languages:  COBOL, PASCAL, and C.

	     (5)  Mode:  __Interactive; __Batch;_x_Both.

	     (6)  Communications Media:

		         Monitored Asynchronous Protocol (MAP), Manual and auto dial mode (TACCS/TACCS-E).

		         Communications Man-Machine Interface (CMMI) (TACCS/TACCS-E).

		         Blocked Asynchronous Transmission (BLAST) (all hardware configurations).

	     (7)  Number of Users:  241.



	d.  System Interface Requirements:



	     (1)  INPUTS				(2)  OUTPUTS

		        DS4:  Receive 6 files from	      Send file on MS-DOS

		        12 different cycles		      diskettes or BLAST

		        on MS-DOS diskettes		      for NDI or through

		        or BLAST for NDI or		     distribution system on

		        through distribution		     TACCS/TACCS-E (BTOS

		        system on TACCS/TACCS-E	     diskettes or MAP or

		        (BTOS diskettes or MAP	     BLAST)

		        or BLAST)

		        SAMS-1:  Receive customer	    Send customer status

		        request transactions		    transactions on MS-DOS

		        on MS-DOS diskettes or	   diskettes or BLAST for

		        BLAST for NDI and MS-	   NDI and MS-DOS or BTOS

		        DOS or BTOS diskettes		   diskettes or BLAST or

		        or BLAST or MAP for		   MAP for TACCS/TACCS-E

		        TACCS/TACCS-E		   Send full catalog data

							   or updates only in same manner



		        ULLS:  Receive customer	   Send customer status

		        request transactions		   transactions on MS-DOS

		        on MS-DOS diskettes or	  diskettes or BLAST for

		        BLAST for NDI and MS-	  NDI and MS-DOS or BTOS

		        DOS or BTOS diskettes		  diskettes or BLAST or

		        or BLAST or MAP for		  MAP for TACCS/TACCS-E

		        TACCS/TACCS-E



		        SPBS-R:  Receive customer	  Send customer status

		        request transactions		   transactions on MS-DOS

		        on MS-DOS diskettes or	 	  diskettes or BLAST for

		        BLAST for NDI and MS-	  NDI and MS-DOS or BTOS

		        DOS or BTOS diskettes		  diskettes or BLAST or

		        or BLAST or MAP for		  MAP for TACCS/TACCS-E

		        TACCS/TACCS-E



	e.  Composite:



	     (1)  Lines of Code:  150,000.

	     (2)  Number of Programs/Modules:  190.

	     (3)  Number of Data Elements:  1,500.

	     (4)  Frequency of Execution:  Daily operations in a batch and interactive mode.



2.  SYSTEM STATUS:  System is in moratorium.  Fields Software Change packages (SCP) and Interim Change Packages (ICP) to resolve emergency or urgent problem reports submitted by users, or as directed by DA.



	a.  Current Status:



	     (1)  ICP L19-13-05 (TACCS/TACCS-E) fielded 17 Jan 95.

	     (2)  SCP L19-14-00 (NDI) fielded 12 Dec 94.

	     (3)  ICP L19-14-01 (NDI) fielded Aug 95.

	     (4)  ICP L19-13-06 (TACCS/TACCS-E) fielded 2 Jan 96.

	     (5)  ICP L19-14-02 (NDI) fielded 26 Dec 95.



	b.  Planned Future Actions:  ICP L19-13-07 (TACCS/TACCS-E) and ICP L19-14-03 (NDI).  Obtain and use demilitarization code to address the Army Materiel weakness concerning control of small arms repair parts.  SDT completed.  Awaiting DS4 and ULLS-G readiness for LVST.



3.   DATE PREPARED:  30 december 1996.

�STAMIS - SARSS-2AC



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY RETAIL SUPPLY SYSTEM-2AC (SARSS-2AC).



	b.  Overview:  The Corps Level SARSS-O system, 2A/C, is designed to accomplish time-sensitive functions such as Referrals, Local Procurement, Management of Controlled Items, and Cross Leveling of Assets.



	c.  Platform/Environment:



	     (1)  Hardware:  HP K200 HP I-60.

	     (2)  Operating System:  UNIX.

	     (3)  DBMS:  INFORMIX.

	     (4)  Languages:  INFORMIX, 4GL, C.

	     (5)  Mode:  ___Interactive___Transaction_X__Both.

	     (6)  Communications Media:  DDN, BLAST.

	     (7)  Number of Users:



		        311th LA,                      Fort Lewis        

		        Fort Bragg                     Panama

		        Ft Hood                        USAREUR

		        NGB



	d.  System Interface Requirements:



	     INPUT                     OUTPUT



	     SARSS-1                  SARSS-1

	     SARSS-2AD             SARSS-2B

	     DS4                           DAAS

	     SARSS-2B                SAILS



	e.  Composite:



	     (1)  Lines of Code:  428,773

	     (2)  Number of Programs/Modules:  187 / 927 modules.

	     (3)  Number of Unique Database Data Elements:  919.

	     (4)  Frequency of Execution:  N/A.













2.  SYSTEM STATUS:



	a.  Current Status:  Fielded:  L1Q-03-04/L1Q-03-05

                                                     L1Q-03-06

                       Awaiting Fielding:  L1Q-03-07

                                         LVST:  L1Q-03-08 (Catalog Rejects)

                              Working ICP:  L1Q-03-09 (FTP)

                                                      L1Q-03-10 (I & S)

 

	b.  Planned Future Actions:



	     EVENT					MILESTONE



3. DATE PREPARED:  30 December 1996.

�STAMIS - SARSS-2AD



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY RETAIL SUPPLY SYSTEM-2A DIVISIONAL (SARSS-2AD).



	b.  Overview:  SARSS-2AD is the supply system which operates at the U.S. Army Division, separate brigade, and Armored Cavalry Regiment level.  The major supply functions provided are Asset Visibility and Division Level Management Control for Requisitioning, Referrals, Excess, DODAAC and parameter support.



	c.  Platform/Environment:



		   (1)  Hardware:  NDI  Everex Step 486 .

		   (2)  Operating System:  Interactive Unix 4.0.

		   (3)  DBMS:  N/A.

		   (4)  Languages:  Visual COBOL, ADA, C.

		   (5)  Mode:___Interactive___Transaction_X__Both.

		   (6)  Communications Media:  BLAST.

		   (7)  Number of Users:  



		          Fort Bragg = 2		Fort Campbell = 1

		          Fort Stewart = 1	Fort Polk = 1  

	           Fort Drum = 1		Fort Hood = 2

	           USAREUR = 2



	d.  System Interface Requirements:



		INPUT			OUTPUT



		SARSS-1		SARSS-1

		SARSS-2B		SARSS-2B

		SARSS-2AC		SARSS-2AC

                         DAAS



	e.  Composite:



		   (1)  Lines of Code:  Source 238,622 Expanded 586,450

		   (2)  Number of Programs/Modules:  224 / 29

		   (3)  Number of Unique Database Data Elements:  919

		   (4)  Frequency of Execution:  N/A.









2.	SYSTEM STATUS:



	a.  Current Status:  Fielded L14-03-07

				        Working ICP L14-03-08 (FTP) 

				        L14-03-09 (I & S)



	b.  Planned Future Actions:



		Event				Milestone



         L14-03-10  (PICA/SICA)            Begin Development, 1st Qtr 97

         Ft Riley Conversion



3.  DATE PREPARED:  30 December 1996.

�STAMIS - SARSS-2B



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD ARMY RETAIL SUPPLY SYSTEM-2B (SARSS-2B).



	b.  Overview:  Management of Non time-sensitive functions of Catalog Update, Document History, Demand Analysis, Financial Interface, and Quarterly Stratification Reporting (QSR).



	c.  Platform/Environment:  UNISYS 5000/95 & HP 9000 K200 Plus, & HP 9000 I60.



             (1)  Hardware:  CTASC-II.

             (2)  Operating System:  UNIX.

             (3)  DMBS:  INFORMIX.

             (4)  Languages:  4GL.

             (5)  Mode:___Interactive___Transaction_X__Both.

             (6)  Communications Media: DDN LAN/BLAST.

             (7)  Number of Users: 



                   311th LA,                 Ft Lewis,                  NG:  NC, MS, NV, NE, MT,

                   Ft Bragg,                   Panama,                   OH, IA, WY, AZ, NJ,

                   Ft Hood,                   Germany                   ME, PA, KY, KS, NH, WA



	d.  System Interface Requirements:



	     INPUT		OUTPUT



	     SARSS-1/2A		SARSS-1/2A

	     LOGSA		LOGSA

	     MRSA		DAAS

	     LCA			FAS

	     DAAS		SIMA

	     TAMMC		LCA

	     OSC			OSC

 

	e.  Composite:



	     (1)  Lines of Code:  171,159

	     (2)  Number of Programs/Modules:  101/195.

	     (3)  Number of Unique Database Data Elements:  716

	     (4)  Frequency of Execution:  Near Real Time.







2.  SYSTEM STATUS:



	a.  Current Status:  Fielded ICP L1Q-03-07

				       LVST  ICP  L1Q-03-08 (Catalog Rejects)

 

	b.  Planned Future Actions: 



	     EVENT				Milestone



	      LVST L1Q-03-09 (FTP)		1st Qtr 97

	      LVST L1Q-03-11 (I&S)		1st Qtr 97

	      Devel  L1Q-03-12 (PICA/SICA)	1st Qtr 97 



3.  DATE PREPARED:  30  December 1996.



�STAMIS - SMS



1.  SYSTEM DESCRIPTION:



	a.  Title:  STANDARD MAINTENANCE SYSTEM (SMS)



	b.  Overview:  SMS is being developed in two phases.  Phase I will replace SAMS-1 and SAMS-2 TACCS SCP 09-00 environments.  Phase II will combine the functionalities of SAMS-1, SAMS-2, and SAMS-I/TDA to create a single functional baseline system for all Standard Army Maintenance System (SAMS) users in both tactical and installation organizations.  SMS phase I was being developed using the Texas Instruments, Integrated Engineering Facility (IEF), an ICASE tool, but this development effort was halted on 22 October 1996.  A new development effort to replace the IEF effort was started in September 1996.  This new development will take the existing TACCS system and port it to a Pentium PC with Windows NT.  SMS phase II is projected to start in Oct 97.



	c.  Platform/Environment:



		(1)  Hardware:  Development:  Pentium PC

				  Production:  Pentium PC. 



		(2)  Operating System:  Development:  Windows NT

					  Production:  Windows NT



		(3)  DBMS:  Development: ISAM

			         Production:  ISAM



		(4)  Languages:  Development:  Cobol, C Code, and ADS.  (All Pascal code is being written in C code).  



		(5)  Interactive Processing Mode



		(6)  Communications Media:  Blocked Asynchronous Transmission (BLAST) and TCP/IP



		(7)  Number of Users:

			SMS-1:  785

			SMS-2:  467

			SMS-I/TDA:  107





	d.  System Interface Requirements:



		(1)  SMS-1:



		       (a)   INPUTS			 (b)   OUTPUTS



			SMS-2					SMS-2

			ULLS-A				ULLS-A

			ULLS-G				ULLS-G

			SARSS-I				SARSS-I

			SARSS-1 Objective (O)		SARSS-1 (O)

			SMS-1					SMS-1

			SMS-I/TDA				SMS-I/TDA

			OSC					OSC

			SAMS-1				SAMS-1

			SAMS-2				SAMS-2



		(2)  SMS-2:



		        (a)  INPUTS			(b)    OUTPUTS



			SMS-1					SMS-1

			ULLS-A				ULLS-A

			ULLS-G				ULLS-G

			LOGSA				LOGSA

			CSSCS				CSSCS

			SMS-I/TDA				SMS-I/TDA

			SMS-2					SMS-2

			SAMS-1				SAMS-1

			SAMS-2				SAMS-2



		(3)  SMS-I/TDA:



		        (a)  INPUTS			 (b)   OUTPUTS



			SMS-1					SMS-1

			SAILS					SAILS

			ULLS					ULLS

			SARSS				SARSS

			STANFINS				STANFINS

			LOGSA				LOGSA

			SMS-2					SMS-2

			SPBS-R				SPBS-TDA





	e.  Composite:



	     (1)  Lines of Code:  TBD

	     (2)  Number of Programs/Modules:  TBD

	     (3)  Number of Data Elements:  TBD

	     (4)  Frequency of Execution:  Daily, weekly, monthly, as required.



2.  SYSTEM STATUS:



	a.  Current Status:  Phase One - In development.  Currently conducting  Level-1 testing; scheduled to complete on 20 December 96.



	b.  Phase II:  The analysis and design phase is ongoing.  DCL is working with a contractor, Cylab, in developing the SMS relational database.  In January 97, the development of the model begins.  Training in Oracle 2000 and Windows NT will also take place to prepare for the development of SMS Phase II



	c.  Planned Future Actions:



	     (1)  Phase I (Replace SAMS-1/2 and TACCS-E):

		Integration Testing - Jan 97

		Software Development Test (SDT)

		Software Qualification Test (SQT)

		Users Acceptance Test (UAT)



	     (2)  Phase II:  Incorporate SAMS-I/TDA into SMS baseline.



3.  DATE PREPARED:  16 December 1996

�STAMIS - SPBS-R



1.  SYSTEM DESCRIPTION



    a.  Title:  STANDARD PROPERTY BOOK SYSTEM-REDESIGN (SPBS-R)



    b.  Overview:  SPBS-R is a fully interactive, menu driven automated property accounting and asset reporting system for TOE and TDA units.  It accomplishes functions of property accountability required by AR 710-2, DA Pam 710-2-1, and other applicable regulations.  It operates in a centralized or decentralized mode.  It provides asset reporting to control data repositories and asset visibility wherever there is a requirement.



    c.  Platform/Environment:



        (1)  Hardware:  ASLs

        (2)  Operating System:  MSDOS Ver 6.22/VirtuOS Ver 2.41a

        (3)  DBMS:  N/A

        (4)  Language(s):  COBOL, C Language, and Assembler on ASL

        (5)  Mode:  ___Interactive___Batch_x__Both

        (6)  Communications Media:

             (a)  BLAST communications software

             (b)  MS-DOS formatted diskette (MS READ/WRITE utility)

             (c)  LASSO distribution for PC to mainframe

        (7)  Number of Users:  2741 as of  12 December 1996.



    d.  System Interface Requirements:



        INPUTS



        SOURCE				INPUT DATA



        LOGSA REQVAL			LOGTAADS  Authorization File 

        LOGSA Catalog Data Agency		Catalog (SB-700-20)

        Small Arms Serial Numbers		Unique Item Tracking (UIT)

        Reconciliation DODRATTS

        SAILS					Update Status

        SARSS-1(O)				Update Status

        SARSS-1(I)				Update Status

�        OUTPUTS



        SOURCE				OUTPUT DATA



        SARSS-1(O), TUFMIS, SAILS, 	

        DS4, SARSS-1(I) 			Requisitions

        ULLS (S-4) 				Hand receipt data

        UIT					Serial Number data

        LOGSA MIIC				CBS-X Monthly/Annual Validation

        DARIC					Automation Equipment

        CSSCS					Asset Data(uses interim program)

        SAAS-MOD				Basic Load Ammo Data

        STANFINS				General Ledger Data



    e.  Composite:

        (1)  Lines of Code:  246,304

        (2)  Number of Programs/Modules:  319

        (3)  Number of Data Elements:  355

        (4)  Frequency of Execution:  Daily (as required)



2.  SYSTEM STATUS:



    a.  Current Status:  ICP L18-10-06 (LOGTAADS) is in Level one Testing,

SCP L18-11-00 June 1996 has been changed to an ICP with work that has not been started removed.  Delivery for ICPs 6 and 7 are on schedule. 



    b.  Planned Future Actions:  Moratorium is currently scheduled 18 June 1997.



3.  DATE PREPARED:  12 December 1996



�STAMIS - ULLS-A



1.  SYSTEM DESCRIPTION: 



	a.  Title:  UNIT LEVEL LOGISTICS SYSTEM-AVIATION (ULLS-A)



	b.  Overview:  ULLS-A is a microcomputer based software system designed to be operated by flight company crew chiefs and unit level aviation maintenance personnel to perform Prescribed Load List (PLL) and The Army Maintenance Management System-Aviation (TAMMS-A) functions.  It is a multi-user system incorporating a Local Area Network (LAN) to link the functions of Tech Supply, Production Control and Quality Control within the Aviation Unit Maintenance (AVUM) company.  It also incorporates the Army Material Status System (AMSS), which automates aviation equipment readiness reporting.  

 

	c.  Platform/Environment: 

 

		   (1)  Hardware:  NDI (SMC ASL 386/486, Zenith 486 Desktop, Lap held II 				Dauphin 1050 Laptop Computer, Austin 486/Pentinum Notebook

 			Computer) 

		   (2)  Operating System:  MS-DOS 5.0/6.0 and Window NT 3.51 (LAN) 

		   (3)  DBMS:  AdaSAGE (THOR) 

		   (4)  Language(s):  Ada 

		   (5)  Number of Users:  1,240 (1st AD, USAREUR; 1st CAV, Ft Hood; 4th ID, 			          Ft Hood; 3rd. ID, Ft Stewart; 10th Mountain, Ft Drum; US Army Aviation 			          School, Ft Rucker, AL; Aviation Logistics School, Ft Eustis, Va.; and eight 			          National Guard Sites - Maryland, Virginia, Washington D.C., Missouri, 			          Nebraska, Alabama, Connecticut and Mississippi).

 

	d.  System Interface Requirements: 

 

		   (1)  Inputs					(2)	Outputs 

		         SARSS-1(I)					SARSS-1(I) 

		         SARSS-1(O)					SARSS-1(O) 

		         SAMS-1/SAMS-2				SAMS-1 

		         DS4						SAILS 

		         SAILS						Flight Companies 

		         Flight Companies				ULLS-S4  

		         Legitimate Code File  

			   from ATCOM 

		         Army Log and EMDF

			   from LOGSA



2.  SYSTEM STATUS: 



	a.  Current Status:  ULLS-A received a Milestone III decision in December 1995 which granted full fielding authority.  Fielding to the Contingency Corps will occur in FY 97 (10th Mountain Division, 3rd Infantry Division, 82nd Airborne Division, 101st Air Assault Division, and 18th Airborne Corps).  During 3Q FY 96, the development team completed a change package which incorporates an interactive ARMYLOG CD-ROM for catalog data, which completes the change proposals related to the DCSLOG small arms control initiative.  The Interim Change Package (ICP) L3P 01-08 Lead Site Verification Test (LSVT) was completed at Ft. Hood, TX during September 1996.  This ICP allows the user to send transaction data through the CSS Automated Information Systems Interface (CAISI) device.      



	b.  Planned Future Activities:  The ULLS-A development team is currently in the design and coding phase of  ICP L3P-01-09.  This package will incorporate on-line User Manuals and a DA directed PLL recomputation process. The Software Development Test (SDT) is scheduled to begin in December 1996.  The team is also working on ICP L3P-01-10.  This ICP will allows the user to send transaction data through the Transmission Control Protocol/Internet Protocol (TCP/IP).



3.  DATE PREPARED:  7 December 1996.



�STAMIS - ULLS-G



1.	SYSTEM DESCRIPTION:



	a.  Title:  UNIT LEVEL LOGISTICS SYSTEM-GROUND (ULLS-G)



	b.  Overview:  ULLS-G is a Microcomputer based software system designed to be operated by unit level personnel to perform Prescribed Load List (PLL) and The Army Maintenance Management System (TAMMS) functions.  It automates procedures for managing Class IX Repair Parts (Motor Pool), Materiel Readiness and TAMMS.  ULLS-G I interfaces with other STAMIS for initiating and receiving supply readiness and support maintenance data.



	c.  Platform/Environment:



	     (1)  Hardware:  NDI (Desktop III Unisys 386, SMC Everex 386, SMC 	

		386/486, Sysorex 486, and Zenith 486 Desktop)

	     (2)  Operating System:  MS-DOS (v 5.0 - 6.2)

	     (3)  DBMS:  AdaSAGE(THOR)

	     (4)  Language(s):  Ada

	     (5)  Number of Users:  6301



	d.  System Interface Requirements:



	     	(1)  Inputs			(2)  Outputs



		SARSS-1(I)			SARSS-1(I)

		SARSS-1(O)			SARSS-1(O)

		SAMS-1			SAMS-1

		SAMS-ITDA			SAMS-ITDA

		DS4				SAILS

		SAILS				OSC

		OSC				ULLS-S4

		Army Log and MMDF

		from LOGSA



2.  SYSTEM STATUS:



	a.  Current Status:  The ULLS-G development team completed the development of Software Change Package (SCP) L3Q-06-00 during 3Q FY 96.  This package includes the conversion to a 32 bit Architecture, incorporation of an interactive ARMYLOG CD-ROM for catalog data, and completion of the change proposals related to the DA ODCSLOG Small Arms Parts Management initiative.  The User Acceptance Test (UAT) for L3Q-06-00 was conducted at the Washington State National Guard site in Seattle Washington and was completed on 18 June 1996.  The distribution of this package was completed o/a 6 September 1996.  The Lead Verification Site Test (LVST) for Interim Change Package (ICP) L3Q-06-01 was completed on 14 November 1996 at Ft. Bragg, NC.  This ICP allows users to transmit data through the Transmission Control Protocol/Internet Protocol (TCP/IP); and implements DA directed Small Arms Parts Management related changes.



	b.  Planned Future Actions:  The ULLS-G development team is currently working on ICP L3Q-06-02 which will implement DA ODCSLOG directed Prescribed Load List computation logic.  Software Development Testing for this ICP is scheduled to begin during January 1997.  Requirements Analysis for ICP L3Q-06-03, System Security will also begin during January 1997.



3.  DATE PREPARED:  7 December 1996

�STAMIS  - ULLS-S4 



1.  SYSTEM DESCRIPTION: 



	a.  Title:  UNIT LEVEL LOGISTICS SYSTEM-S4 (ULLS-S4) 



	b.  Overview:  ULLS-S4 includes the automation of the S4 staff/unit supply tasks to include:  requisitioning, distribution of all classes of supply (with exception of class IX, IIIB, and VI), property accountability (including subhand receipts and component listings), document registers, and limited financial management.  Planned additions to ULLS-S4 include Army Material Status System (AMSS), Unit Transfer, Logistics Planning, Class V, and Blast Point To Point Mid Term CAISI. 

 

	c.  Platform/Environment: 

 

	    (1)  Hardware:  SMC ASL 386/486, Zenith 486/Pentium Desktop 

	    (2)  Operating System:  MS-DOS 6.0 or Higher

	    (3)  DBMS:  AdaSAGE(THOR) 

	    (4)  Language(s):  Ada 

	    (5)  Number of Users:  564. 

 

	d.  System Interface Requirements: 

 

	    (1)  Inputs			(2)  Outputs 

	          SARSS-1(I)		       SARSS-1(I) 

	          SARSS-1(O)		       SARSS-1(O) 

	          SAILS			       SAILS 

	          SPBS-R			       SPBS-R (want list) (Future)

	          SPBS-R-I/TDA		       SPBS-R-I/TDA (Future) 

	          ULLS-G		       SAMS-2 (Future) 

	          ULLS-A		       SAAS-Mod (Future)

	          OSC			       OSC

	          CSSCS			       CSSCS



2.  SYSTEM STATUS: 



	a.  Current Status:  ULLS-S4 was fielded to the following prototype sites: (1) Fort Lee (49th QM Group), (2) Fort Bragg (35th Sig Bde), (3) Fort Irwin (National Training Center), (4) Fort Bragg (DISCOM, 82nd Abn Div), (5) Fort Hood (4th Bde (AVN), 1st Cav Div) and (6) Fort Hood (3rd Bde, 1st Cav Div).  The ULLS-S4 Block I baseline completed a SQT in February 1995 and the IOT&E scheduled for June 1995 was canceled due to funding.  The ULLS-S4 baseline has been converted from a 16 Bit to a 32 Bit application, thus allowing for use of extended memory and optimization of one executable.  In addition, security enhancements recommended by the National Security Agency (NSA) have been incorporated into the baseline.  ULLS-S4 received a Milestone III decision in April 1996 which granted full fielding authority.  Fielding to the following units started in July 1996 and will continue thru FY 97:  QM School, 4th Infantry Division, 1st Calvary Division (-), 10th Mountain Division, 11 ACR, 82 Airborne Division, 3rd Infantry Division, 18th Airborne Corps, 101st Air Assault Division, 2nd ACR.  All USAREUR fieldings were completed during November 1996.  Interim Change Package (ICP) L3S-00-01 Lead Site Verification Test (LSVT) was completed at Ft. Hood TX during September 1996.  This ICP allows user to send data through the CSS Automated Information Systems Interface (CAISI) device to facilitate entry into Mobile Subscriber Equipment (MSE) and Tactical Packet Network (TPN). 



	b.  Planned Future Activities:  The SDT for ULLS-S4 ICP L3S-00-02 began on 18 November 1996 and will be completed o/a 22 January 1997.  This ICP includes the following processes:  AMSS, Logistics Planning, and Classes of Supply requirements.  It also incorporates an interactive ARMYLOG CD-ROM for catalog data processing.  The ULLS-S4 Development team is also in the requirements development phase of 

ICP L3S-00-03 which will allow users to send data through Transmission Control Protocol/Internet Protocol (TCP/IP); and implement Class V and CSSCS interfaces.



3.  DATE PREPARED:  7 December 1996
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